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WHAT YOU WILL LEARN 

With the introduction of VMware ESX, many virtualization administrators are managing virtual 

switches inside the hypervisor. This document will help virtualization and network administrators 

understand the available virtual networking features. 

This document includes improvements resulting from updates VMware vSphere 4 Update 1 

(including VMware ESX 4.0u1) and Cisco Nexus 1000V Version 1.2. 

ALTERNATIVES FOR VIRTUAL NETWORKING 

With VMware vNetwork, VMware is introducing a number of alternatives for virtual networking in 

vSphere 4. Table 1 summarizes and compares the features of these alternatives. 

VMware vNetwork Standard Switch  

The VMware vNetwork Standard Switch (vSS) is the base-level virtual networking alternative. It 

extends the familiar appearance, configuration, and capabilities of the standard virtual switch 

(vSwitch) in VMware ESX 3.5 to ESX 4.0 and vSphere 4.  

VMware vNetwork Distributed Switch 

The VMware vNetwork Distributed Switch (vDS) is new with vSphere 4. The VMware vDS extends 

the feature set of the VMware Standard Switch, while simplifying network provisioning, monitoring, 

and management through an abstracted, single distributed switch representation of multiple VMware 

ESX and ESXi Servers in a VMware data center. 

Cisco Nexus 1000V Series Switches 

Cisco Nexus™ 1000V Series Switches are the result of a Cisco and VMware collaboration building 

on the VMware vNetwork third-party vSwitch API of VMware vDS and the industry-leading switching 

technology of the Cisco Nexus Family of switches. Featuring the Cisco NX-OS Software data center 

operating system, the Cisco Nexus 1000V Series extends the virtual networking feature set to a level 

consistent with physical Cisco switches and brings advanced data center networking, security, and 

operating capabilities to the vSphere environment. It provides end-to-end physical and virtual 

network provisioning, monitoring, and administration with virtual machine–level granularity using 

common and existing network tools and interfaces. The Cisco Nexus 1000V Series transparently 

integrates with VMware vCenter Server to provide a consistent virtual machine provisioning workflow 

while offering features well suited for data center–class applications, VMware View, and other 

mission-critical virtual machine deployments. 
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TABLE 1:  VIRTUAL NETWORKING FEATURE COMPARISON 

Feature VMware ESX 

3.5: Standard 

vSwitch 

VMware 

vSphere 4u1 

vNetwork 

Standard 

Switch 

VMware 

vSphere 4u1 

vNetwork 

Distributed 

Switch 

Cisco Nexus 

1000V 1.2 

 

Switching Features 

Layer 2 forwarding Yes Yes Yes Yes 

IEEE 802.1Q VLAN tagging Yes Yes Yes Yes 

Multicast support (Internet Group 

Management Protocol [IGMP] v2 

and v3) 

Yes Yes Yes Yes 

IGMPv3 snooping  – – – Yes 

VMware VMotion support Yes Yes Yes Yes 

Network VMware VMotion – – Yes Yes 

Physical Switch Connectivity 

Virtual MAC Pinning  Yes Yes Yes Yes 

EtherChannel Yes Yes Yes Yes 

Virtual PortChannels – – – Yes 

Link Aggregation Control Protocol 

(LACP) 

– – – Yes 

Load-balancing algorithms     

● Virtual port ID Yes Yes Yes Yes 

● Source MAC address Yes Yes Yes Yes 

● Source and destination IP Yes Yes Yes Yes 

● Source and destination MAC 

addresses 

– – – Yes 

● Source and destination port 

IP 

– – – Yes 

● Additional hashing options – – – Yes 
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Feature VMware ESX 

3.5: Standard 

vSwitch 

VMware 

vSphere 4u1 

vNetwork 

Standard 

Switch 

VMware 

vSphere 4u1 

vNetwork 

Distributed 

Switch 

Cisco Nexus 

1000V 1.2 

 

Traffic Management Features 

Transmit-rate (from virtual machine) 

limiting  

Yes Yes Yes Yes 

Receive-rate (to virtual machine) 

limiting  

– – Yes Yes 

iSCSI Multipathing   – Yes Yes Yes 

Quality-of-service (QoS) marking 

● Differentiated Services Code 

Point (DSCP) 

– – – Yes 

● Type of service – – – Yes 

● Class of service – – – Yes 

Security Features 

Port security Yes Yes Yes Yes 

VMware VMsafe compatible – Yes Yes Yes 

Private VLANs (PVLANs) – – Yes Yes 

Local PVLAN enforcement – – – Yes 

Access control lists (ACLs) – – – Yes 

Virtual Service Domain – – – Yes 

DHCP Snooping – – – Yes 

IP Source Guard – – – Yes 

Dynamic ARP Inspection – – – Yes 
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Feature VMware ESX 

3.5: Standard 

vSwitch 

VMware 

vSphere 4u1 

vNetwork 

Standard 

Switch 

VMware 

vSphere 4u1 

vNetwork 

Distributed 

Switch 

Cisco Nexus 

1000V 1.2 

 

Management Features 

VMware vCenter support Yes Yes Yes Yes 

Third-party-accessible APIs Yes Yes Yes Yes 

Network policy groups Yes Yes Yes Yes 

Multitier policy groups – – – Yes 

VMware port mirroring 

(promiscuous)  

Yes Yes Yes – 

Switched Port Analyzer 

(SPAN) 

– – – Yes 

Encapsulated Remote SPAN 

(ERSPAN) 

– – – Yes 

NetFlow v9 – – – Yes 

Simple Network Management 

Protocol (SNMP) v3 read and write 

– – – Yes 

Cisco Discovery Protocol v1 and v2 Yes Yes Yes Yes 

Syslog Yes** Yes** Yes** Yes 

Packet capture and analysis – – – Yes 

RADIUS and TACACS+ – – – Yes 

Configuration and management 

console and interface 

vSphere 

Client 

vSphere 

Client 

vSphere 

Client to 

vCenter 

Server 

vCenter and 

Cisco CLI 

IPv6 for Management  – Yes Yes Yes 

NX-OS XML API – – – Yes 

 
** Virtual switch network syslog information is exported and included with VMware ESX Server events. 
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FEATURES 

This section provides additional information about some of the features and capabilities listed in 

Table 1. 

Switching Features 

● Multicast: Both vSwitch alternatives support multicast traffic and multicast group 

membership through IGMP. The Cisco and VMware switches differ slightly in implementation. 

The VMware vSwitches learn multicast membership through a nonflooding registration 

process, and the Cisco Nexus 1000V Series uses IGMP snooping in a similar fashion on a 

physical switch. 

● Network VMware VMotion: The network policy associated with a VMware vDS port is 

transferred with the virtual machine when it is migrated to another host using VMware 

VMotion. In addition, the Cisco Nexus 1000V Series Switch maintains the network state of 

management and troubleshooting data associated with a virtual machine’s network interface. 

This feature provides a consistent view of a network interface regardless of the virtual 

machine’s location. 

Physical Switch Connectivity 

● EtherChannel: EtherChannel and PortChannel are commonly used terms for IEEE 802.3ad 

and 802.1AX link aggregation. The VMware vSwitches use and require a static configuration 

on the adjacent physical switch without LACP negotiation, whereas the Cisco Nexus 1000V 

Series EtherChannels are fully negotiable through LACP. The Cisco Nexus 1000V Series 

additionally supports virtual PortChannels, which enables fine-grained traffic load balancing 

across multiple physical switches using a single PortChannel. This approach greatly 

simplifies network configuration and enhances the availability of network connectivity and 

therefore increases virtual machine uptime for EtherChannel configurations. 

Traffic Management Features 

● Transmit-rate (from virtual machine) limiting: Transmit-rate limiting enables traffic from the 

virtual machine to the network to be rate limited. 

● Receive-rate (to virtual machine) limiting: Receive-rate limiting enables traffic to the virtual 

machine from the network to be rate limited. 

Security Features 

● Local PVLAN Enforcement: allows you to secure your virtual infrastructure with the PVLAN 

feature without configuring PVLAN on your physical network switch.  

● Port security: Port security with VMware switches is a MAC address control feature 

governing the use of promiscuous mode, MAC address changes by a virtual machine, and 

forced transmits from a virtual machine. The Cisco Nexus 1000V Series supports MAC 

address–based port security and configurable Access Control Lists (ACLs).  

● Private VLANs (PVLANs): PVLANs are a new feature available with the VMware vDS and 

the Cisco Nexus 1000V Series. PVLANs provide a simple mechanism for isolating virtual 

machines in the same VLAN from each other. The VMware vDS implements PVLAN 

enforcement at the destination host. The Cisco Nexus 1000V Series supports a highly 



 

 
©2009 Cisco | VMware. All rights reserved. Page 6 

 

efficient enforcement mechanism that filters packets at the source rather than at the 

destination, helping ensure that no unwanted traffic traverses the physical network and so 

increasing the network bandwidth available to other virtual machines. 

● DHCP Snooping, IP Source Guard, Dynamic ARP Inspection: these three features secure 

virtual desktop deployments by securing the layer 2 domain. These features prevent  rogue 

DHCP servers and man-in-the-middle attacks by inspecting IP and ARP packets to confirm 

that they match the DHCP snooping table. 

● Virtual Service Domain: is a way to define a logical group of virtual machines protected by a 

virtual appliance. All the traffic entering or leaving the group will be sent to that particular 

virtual appliance. 

Management Features 

● Multitier policy groups: The unique port profile capabilities of the Cisco Nexus 1000V 

Series allow network administrators to build multitier network policies, simplifying policy 

creation and enforcement. 

● VMware port mirroring (promiscuous): The VMware vSwitch can send traffic for one VLAN 

or all VLANs to a virtual machine on a promiscuous virtual network interface card (vNIC) port 

configured with traffic monitoring or “sniffing.”  

● Packet capture and analysis: The Cisco Nexus 1000V Series enables true packet capture 

and analysis by supporting features such as SPAN and ERSPAN, which allow traffic to be 

copied to a local or remote destination, enabling thorough network troubleshooting and 

reducing time to resolution for virtual network problems.  

● Syslog: VMware ESX Servers can export syslog information for the entire server. This 

process requires filtering and analysis to extract the vSwitch events. The Cisco Nexus 1000V 

Series can export extensive network-specific events to appropriate syslog servers, potentially 

eliminating error reports unrelated to network issues. This feature enables the network 

administrator to quickly diagnose any potential problems.  

● Configuration and management console and interface: Virtual networking with VMware 

vSwitches is configured through the VI Client interface. A VMware vCenter Server must be 

used when configuring and using the VMware vDS. The Cisco Nexus 1000V Series uses a 

combination of the Cisco command-line interface (CLI) to allow the network administrator to 

configure network policy and VMware vCenter Server to preserve the virtual machine 

provisioning workflow. 
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