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What is NUMA?

NUMA systems are advanced server platforms with more than one system bus. They can harness large
numbers of processors in a single system image with superior price to performance ratios.

For the past decade, processor clock speed has increased dramatically. A multi-gigahertz CPU, however,
needs to be supplied with a large amount of memory bandwidth to use its processing power effectively.
Even a single CPU running a memory-intensive workload, such as a scientific computing application, can be
constrained by memory bandwidth.

This problem is amplified on symmetric multiprocessing (SMP) systems, where many processors must
compete for bandwidth on the same system bus. Some high-end systems often try to solve this problem by
building a high-speed data bus. However, such a solution is expensive and limited in scalability.

NUMA is an alternative approach that links several small, cost-effective nodes using a high-performance
connection. Each node contains processors and memory, much like a small SMP system. However, an
advanced memory controller allows a node to use memory on all other nodes, creating a single system
image. When a processor accesses memory that does not lie within its own node (remote memory), the
data must be transferred over the NUMA connection, which is slower than accessing local memory.
Memory access times are not uniform and depend on the location of the memory and the node from which
it is accessed, as the technology’s name implies.

Challenges for Operating Systems

Because a NUMA architecture provides a single system image, it can often run an operating system with
no special optimizations. For example, Windows 2000 is fully supported on the IBM x440, although it is not
designed for use with NUMA.

There are many disadvantages to using such an operating system on a NUMA platform. The high latency of
remote memory accesses can leave the processors under-utilized, constantly waiting for data to be
transferred to the local node, and the NUMA connection can become a bottleneck for applications with
high-memory bandwidth demands.

Furthermore, performance on such a system can be highly variable. It varies, for example, if an application
has memory located locally on one benchmarking run, but a subsequent run happens to place all of that
memory on a remote node. This phenomenon can make capacity planning difficult. Finally, processor
clocks might not be synchronized between multiple nodes, so applications that read the clock directly might
behave incorrectly.

Some high-end UNIX systems provide support for NUMA optimizations in their compilers and programming
libraries. This support requires software developers to tune and recompile their programs for optimal
performance. Optimizations for one system are not guaranteed to work well on the next generation of the
same system. Other systems have allowed an administrator to explicitly decide on the node on which an
application should run. While this might be acceptable for certain applications that demand 100 percent of
their memory to be local, it creates an administrative burden and can lead to imbalance between nodes
when workloads change.

Ideally, the system software provides transparent NUMA support, so that applications can benefit
immediately without modifications. The system should maximize the use of local memory and schedule
programs intelligently without requiring constant administrator intervention. Finally, it must respond well to
changing conditions without compromising fairness or performance.
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