
Troubleshooting
 ESX VI3

Philosophy

Most problems are caused by hardware, 
misconfiguration and/or poor planning

VM problems can be caused by

Not enough resources

GOS / Application failures

Misconfigurations

Misconfigurations include

Under-sizing virtual resources

Failure to satisfy Vmotion requirements

Insufficient resources in resource pool

Insufficient resources in HA cluster

Not using FQDNs for the ESX Servers

The "Rule of 4" for DNS validation

Short

Long

Forward

Reverse

Use the VI client to view error messages, resource 
usage values and configuration information

Methodology

Identify *specifically* what is failing Copy down the screen display, screen-grab it or take a photo

Know what the failing component depends on

Avoid changing the system before 
identifying the underlying fault Run tests that

Rule out the largest number of possible underlying faults

Rule out the most common faults

Record changes *before* you make them

Make only one change at a time

Confirm that the problem is truly fixed

Example: Cannot power on a VM

Use the VI client to identify what is failing Error: "Insufficient memory resources

What does the failing feature depend on?

In general, memory resources

Of the cluster?

Of the ESX host?

Of the resource pool?

Of the VM?

Specifically, memory reservations
Set for the VM

Set for the resource pool

Check memory usage
Check the VM's memory reservations

Check of the amount of unreserved memory in the resource pool

Perform tests to identify the best change to make
Modify the memory reservation values of one or more VMs

Modify the memory reservation of the resource pool

Avoiding problems 
before they occur

Aggressively validate hardware
Test RAM for 72 hours before deployment (use memtest86)

Install a dummy OS

Check installed configuration against HCL

Allocate enough resources to Service Console

Develop Datacenter Policies

Service Console
Resource Problems

Insufficient Service Console RAM Poor remote console performance

Insufficient Service Console SWAP
Randomly killed processes

Inability to start new VMs

Insufficient Service Console DISK
Under-use of template technique

Full file system causing Incompletely written logs

Data Center
Policy Problems

Administrative passwords should not be widely known

Inappropriately timed maintenance

Privilege used casually, worsening impact of operator error

Audit Trail Obscured

Difficult to change root password

VMs should not be owned by administrative logins

Encourages casual use of administrative logins

Each VM should be owned by a named individual or group

[root] stores configuration files in /root instead of /home/vmware

Passwords should not be shared
Audit trail is obscured

Greater odds of individuals working at cross-purposes

VM-level problems

Can't start a VM

Not enough VM kernel memory Compare VMs configured minimum to /proc/vmware/mem

Not enough VMkernel swap Compare VMs configured minimum to /proc/vmware/mem

Insufficient privilege
Check VC permissions

Check permissions on .VMX file

Wrong permissions on virtual disk Check permissions

Service Console root file system is full Check filesystem using vdf -h

Service Console is out of swap Check /proc/swaps

VM blue screens or hangs

Problem in guest OS or application Reproduce on physical hardware

Physical failures, especially bad RAM Run hardware diagnostics

Bug(s) in VMware software Open a support request

Poor application performance

User confusion between remote console 
performance and application performance Benchmark the key application on physical hardware

Key application limited by some resource

Ensure the VM's virtual hardware for the 
limiting resource is the faster alternative

Check for saturated CPU, disk, 
memory and network bandwidth

Environmental issues

Rule out software misconfiguration 
(i.e., wrong HAL, wrong DNS server...)

Tools for VM-level troubleshooting

The original error message/screenshot

Compare the VM's configuration to it's needs, especially disk permission and memory

Service Console commands vdf -h and free

Check for full Service Console file systems 
and/or exhausted SC swap

Data in /proc and /proc/vmware

VM monitor log vmware.log; in the same directory as the VM's .vmx file

Cannot login using VI client

View the error message to identify the failure

Error "Cannot connect to host 
xxx.xxx.xxx.xxx: No connection 
could be made because the target 
machine actively refused it"

Common reason for this error: VMware 
VirtualCenter Server Service (vpxd) is not running

Check the Windows ServicesStart the VirtualCenter Service (vpxd) if it has stopped

Incorrect user account and/or passwordTry to login directly to VirtualCenter or ESX host

ESX Server Management Agent (hostd) is not running
(Only applies if logging in directly into ESX host)

Check that hostd is runningRun "ps -ef | grep hostd" at the service console command line

Local workstation has no IP connectivityPing VirtualCenter or the ESX host

Cannot add host to inventory

Incorrect IP address or host namePing the IP address or host name

Incorrect user name and/or password

Try to login directly into the ESX 
host from the command line

ESX Server Management Agent (hostd) is not running

(Only applies if logging in directly into ESX host)

Check that hostd is running

Run "ps -ef | grep hostd" at the 
service console command line

PSOD

If ESX cannot continue without risk of data loss, system halts

Most common types of PSODs

Machine check exception
General hardware problem

Support can help pinpoint the failing subsystem

NMI ECC or Parity Error
Specifically memory failures

Support can help pinpoint the failing bank

If the host has been running in a steady state with running VMs
Check for environmental factors, especially room temperature

Check for detached external devices

If the host has been recently rebooted, check for hardware configuration changes

Prepare a vm-support dump
Use the VI client to export the diagnostics data

Run "vm-support" from the service console command line

VirtualCenter Service fails to start

Use the VI client to check the VirtualCenter Server service (vpxd) logs for clues

Use the Windows Event Viewer to check event logs for clues

Service failure could also be caused by database problems

Enabling host services for remote access

DEFAULT

Incoming connections are blocked; remote client are prevented from accessing services on the host

Outgoing connections are blocked; local clients are prevented from accessing services on remote hosts

Connection necessary for the VI client are opened by by ESX installer during configuration

The VI client allows you to open up ports in the 
service console firewall.  Select your host from the 
inventory, click "Configuration" tab then click the 
"Security Profile" link under "Software" section

To enable or disable a port, select 
"Properties..." link next to the "Firewall" section

Login to the service console as "root"

Use a secure shell (ssh) client such as puTTY

Allow root ssh login (off by default)

To enable, modify /etc/ssh/sshd_config and change the item 
"PermitRootLogin" to yes and restart the service ("service sshd restart")

See KB# 8375637

Can't connect to Remote Console

Local station has no IP connectivityPing another computer known to be up

Service Console has lost IP connectivityPing SC from several computers known to be up

Wrong hostname or IP addressConfirm the network information

NIC duplex or speed mismatch with 
Ethernet switchCheck /proc/net/*/eth0.info

Service Console root file system is fullUse vdf -h

vMotion Failure (0xbad0055)

ESX server does not check the vMotion network connection status

Check the Service Console network speed with mii-tool

Validate the cable on the vMotion physical network is good and/or working

"It is a bad thing to need to reboot"


