Storage Basics — Part VI: Storage Workl oad Characteri zation | VMtoday http://vmtoday.cony2010/04/storage-basi cs-part-vi-storage-workl oad-cha...

Home

About

Resume

Virtualization Jobs
Virtualization Resources

V Mtoday

VMware News, Views, & How-To's from Josh Townsend
« Update: SVGA Drivers on Windows 2008 R2 and Windows 7
Washington DC VMware User Group — April 29th »

Storage Basics — Part VI: Storage Wor kload Char acterization

April 8th, 2010 | Author: Joshua Townsend

Most of what | covered in Sorage Basics Parts 1 through 5 was at avery elementary level. The math | used to do
|OPS calculations, for example, is only true under very certain conditions. RAID controllersimplement caching
and other techniques that skew the simple math that | provided. | mentioned that the type of interface that you
ought to use on your storage array should not be randomly chosen. In fact, choosing the right array with the
appropriate components and characteristics can only be done when you enlighten your decision with a characterization of
workloadsit will be running.
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The character of your storage workload can be broken down into several traits— random vs. sequential 1/0O, large vs. small
I/0 request size, read vs. write ratio, and degree of parallelism. The traits of your particular workload dictate how it interacts
with the components of your storage system and ultimately determine the performance of your environment under a given
configuration. There is an excellent whitepaper available from VMware entitled “ Easy and Efficient Disk I/O Workload
Characterization inVMware ESX Server” that is authoritative on this subject. 1f you want to get down and dirty with the
topic, it'sagood read. I’m aiming for something a bit less academic. With that said, let’s break down workload
characterization a bit so asto better understand how it will impact your real-world systems.

Random vs. Sequential Access

In Part 11 of this serieswe looked at the formula for calculating | OPS capabilities for asingle disk. That formula goes
something like this:

|OPS = 1000/(Seek Latency + Rotational Latency)

You'll recall that we divide into 1000 to remove milliseconds from the equation, leaving (Seek Latency + Rotational
Latency) asthe important part of the equation. Rotational latency is based on the spindle speed of the disk — 7.2k, 10k, or
15k RPM for standard server or SAN disks. |f we consider the same Seagate Cheetah 15K drive from Part |1, we see that
rotational latency is2.0ms. The only way to change rotational latency isto buy faster (or dower) disks. This essentially
leaves seek latency asthe only variable that we can “ adjust”. You'll also recall that seek latency wasthe larger of the
latencies (3.4msfor read seeks, and 3.9msfor write seeks) and counts more against 10PS capability than does rotational
latency. Seeking isthe most expensive operation in terms of performance.

It is next to impossible to adjust seek latency on a disk because it is determined by the speed of the servos that move the
heads acrossthe platter. We can, however, send workloads with different degrees of randomnessto the platter. The more
sequential aworkload is, the less time that will be spent in seek operations. A high degree of sequentiality ultimately leadsto
faster disk response and higher throughput rates. Sequential workloads may be candidates for dower disks or RAID levels.
Conversely, workloads that are highly randomized ought to be placed on fast spindles in fast RAID configurations.

You'll notice that | said it was next to impossible to adjust seek latency on adisk. While not common, some storage
administrators employ a method know as * short stroking’ when configuring storage. Short stroking uses less than the full
capacity of the disk by placing data at the beginning of the disk where accessis faster, and not placing data at the end of the
disk where seekstimes are greater. Thisresultsin a smaller area on the disk platter for headsto travel over, effectively
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reducing seek time at the expense of capacity.

While not applicable to all workloads, storage arrays, or file systems, fragmentation can cause higher degrees of randomness
leading to degraded performance. Thisis the prime reason some vendors recommend that you regularly defragment your file
system. It should be noted that a VMware VMFSfile system isresilient against the forces of fragmentation. Whereas a
Windows NTFS parition may hold hundreds, thousands or tens of thousands of files of different sizes, accessed randomly
throughout the system’s cycle of operations, a VMFS datastore typically holds no more than a couple hundred files.
Additionally, most of the files on a VMFS datastore are created contiguoudly if you are using thick-provisioned virtual disks
(VMDK). Thin-provisioned VMDK'’s are dightly more susceptible to fragmentation, but do not typically suffer a high
enough degree of fragmentation to register a performance impact. See this VMware whitepaper for more on VMFS
fragmentation: Performance Sudy of VMware vSorage Thin Provisioning.

Examples of sequential workloads include backup-to-disk operations and the writing of SQL transaction log files. Random
workloads may include collective reads from Exchange Information Stores or OL TP database access. Workloads are often a
mix of random and sequential access, asisthe case with most VMware vSphere implmentations. The degree to which they
are random or sequential dictates the type of tuning you should perform to obtain the best possible performance for your
environment.

I/0 Request Size

I/0 request size is another important factor in workload characterization. Generally speaking, larger reads/writes are more
efficient than smaller 1/0 to a certain point. The use of larger 1/0 requests (64KB instead of 2KB, for example) can result in
faster throughput and reduced processor time. Most workloads do not allow you to adjust your 1/0 request size. However,
knowing your 1/0 request size can help with appropriate configuration of certain parameters such as array stripe size and file
system cluster size. Check with your storage vendor for more information asit pertains to your specific configuration.

If you are in a Windows shop, you can use perfmon counters such as Avg. Disk Bytes/Read to determine average 1/0 size.
If you are running a VMware-virtualized workload, you can take advantage of a great tool — vscsStats — to identify your 1/0
request size. More on vscsiStats later in this article.

Read vs. Write

Every workload will display a differing amount of read and write activity. Sometimes a specific workload, say Microsoft
Exchange, can be broken down into sub-workloads for logging (write-heavy) and reading the database (read-heavy).
Understanding the read-to-write ratio may help with designing the underlying storage system. For example, a write-heavy
workload may perform better on a RAID10 LUN than a RAIDS5 array due to the write penalty associated with RAID5. The
ratio of read:write may also dictate caching strategies. The read:write ratio, when combined with a degree of randomness
measure, can be quite useful in architecting your storage strategy for a given application or workload.

Par allelism/Outstanding 1/0O’s

Some workloads are capable of performing multi-threaded 1/0. These types of workloads can place a higher amount of
stress on the storage system and should be understood when designing storage, both in terms of |OPS and throughput.

Multipathing may help with multi-threaded 1/O workloads. A typical VMware vSphere environment is a good example of a
workload capable of queuing up outstanding 1/0.

M easuring the Char acteristics of Your Wor kload

So how do we actually characterize storage workloads? Start with the application vendor — many have published studies that
can shed light on specific storage workloads in a standard implementation. If you are interested in measuring your own for
planning/architecture reasons, or performance troubleshooting reasons, read on.... There are several tools to measure
storage characteristics, depending on your operating system and storage environment. Standard OS performance counters,
such as Windows Performance Monitor (perfmon) can reveal some of the characteristics. Array based tools such as
NaviAnalyzer on EMC gear can also reveal statistics on the storage end of the equation.

One of the most exciting tools for storage workload characterization comes from VMware in the form of vscs Stats.
vscsStatsis atool that has been included in VMware ESX server since version 3.5. Because all 1/0 commands pass through
the Virtual Machine Monitor (VMM), the hypervisor can ingpect and report on the I/O characteristics of a particular
workload, down to a unique VM running on an ESX host. There isaton of great information on using vscsiStats, so | won't
re-hashit all here. | recommend starting with Using vscsiStats for Storage Performance Analysis as it contains an overview
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and usage instructions. If you want to dig a bit deeper into vscs Stats, read both Storage Workload Characterization and
Consolidation in Virtualized Environments and vscsiStats, Fast and Easy Disk Workload Characterization on VMware ESX
Server.

vscs Stats can generate an enormous amount of data which is best viewed as a histogram. If you're a glutton for punishment,
the data can be reviewed manually on the COS. To extract vscsiStat output data, use the -¢ option to export to a.csv file.

From there you can analyze the data and create histograms using Excel. Paul Dunn has a nifty Excel macro for analyzing
and reporting on vscsiStats output here. Gabrie van Zanten more detailed instructions for using Paul’ s macro here. Here are
a couple histogram examplesthat | just generated from atest VM.

Histogram: |0 lengths of commands Volume: 8153 Histogram: distance [im LENs) betwoeen sucoessive commands YValume
L]

vscsiStatsis only included with ESX, not ESXi. However, Scott Drummond was kind enough to post a download of
vscsiStats for ESXi on his Virtual Pivot blog: http://vpivot.com/2009/10/21/vscsistats-for-esxi/. Using vscsiStats on ESXi
requires dropping into Tech Support Mode (unsupported) and enabling ESXi for scp to transfer the binary to the ESXi server.

VMware esxtop can display some information but islimited in scope and does not currently support NFS. A community-
supported python script called nfstop can parse vscs Stats data and display esxtop-like data per VM on screen.

Experiment

If you are interested in generating workloads with various characteristics, check out lometer and Bonniet++. These toolswill
allow you to generate 1/0 that you can monitor with the tools | covered in thisarticle.

Put it to Use

If you are provisioning a new workload or expanding an existing, invest some time in understanding your storage workload
characteristics and convey those characteristics to your storage team. A request for storage that includes the workload
characteristics | discussed here, aswell as expected | OPS requirements, will go much further in ensuring performance for
your applications— physical or virtual —than simply asking for a certain capacity of disk.
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