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In parts I, II, and III of the Storage Basics series we looked at the basic building blocks of modern storage systems:
hard disk drives. Specifically, we looked at the performance characteristics of disks in terms of IOPS and the
impact of combining disks into RAID sets to improve performance and resiliency. Today we will have a quick look
at another piece of the puzzle that impacts storage performance: the interface. The interface, for lack of a better
term, can describe several things in a storage conversation. It can be let me break it down for you (remember, we’re
keeping it simple here).

At the most basic level (assume a direct-attached setup), ‘interface’ can be used to describe the physical connections
required to connect a hard drive to a system (motherboard/controller/array). The ‘interface’ extends beyond the disk itself,
and includes the controller, cabling, and disk electronics necessary to facility communications between the processing unit
and the storage device. Perhaps a better term for this would be ‘intra-connect’ as this is all relative to the storage bus.
Common interfaces include IDE, SATA, SCSI, SAS, and FC. Before data reaches the disk platter (where it is bound by

IOPS), it must pass through the interface. The standards bodies that define these interfaces go beyond the simple physical
form factor; they also define the speed and capabilities of the interface, and this is where we find another measure of storage
performance: throughput. The speed of the interface is the maximum sustained throughput (transfer speed) of the interface
and is often measured in Gbps or MBps.

Here are the interface speeds for the most common storage interfaces:

If we take these speeds at face value, we see that a 320MBps SCSI and a 2Gbps FC are not too different. If you dig a bit
deeper you will soon find that simple speed ratings are not the end of the story. For example, FC throughput can be
impacted by the length and type of cable (fiber channel can use twisted pair copper in addition to fiber optic cables). Also,

Interface Speed

IDE 100MBps or 133MBps

SATA 1.5Gbps or 3.0Gbps (6.0Gbps is coming)

SCSI 160MBps (Ultra-160) and 320MBps (Ultra-320)

SAS 1.5Gbps or 3.0Gbps (6.0Gbps is coming)

FC 1Gb, 2Gb, 4Gb, or 8Gb (Duplex throughput rates are 200MBps, 400MBps, 800MBps, and 1600MBps respectively)
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topologies can limit speeds – serial connected topologies are more efficient than parallel on the SCSI side, and arbitrated
loops can incur a penalty on the FC side. The specifications of each interface type also define capabilities such as the
protocol that can be used, the number of devices allowed on a bus, and the command set that can be used in communications
on a storage system. For example, SATA native command queuing (NCQ) can offer a performance increase over parallel
ATA’s tagged command queuing with other factors held constant. Because of this, you might also see some
performance implications of connecting a SATA drive to a SAS backplane, as the SAS backplane translates SAS commands
to SATA.

If we move away from the direct-connect model, and into a shared storage environment that you might use in a VMware-
virtualized environment, the ‘interface’ takes on an additional meaning. You certainly still have the bus ‘interface’ that
connects your disks to a backplane. Modern arrays typically use SAS or FC backplanes. If you have multiple disk
enclosures, you also have an interface that connects each disk shelf to the controller/head/storage processor, or to an
adjacent tray of disks. For example, EMC Clariion’s use a copper fiber channel cable in a switched fabric to connect disk
enclosures to the back-end of the storage processors.

If we move to the front-end of the storage system, ‘interface’ describes the medium and protocol used by initiating systems
(servers) when connecting to the target SAN. Typical front-end interface mediums on a SAN are Fiber Channel (FC) and
Ethernet. Front-end FC interfaces come in the standard 2Gb, 4Gb, or 8Gb speeds, while Ethernet is 1Gbps or 10Gbps.
Many storage arrays support multiple front-end ports which can be aggregated for increased bandwidth, or targeted by

connecting systems using multi-pathing software for increased concurrency and failover.

Various protocols can be sent over these mediums. VMware currently supports Fiber Channel Protocol (FCP) on FC, and
iSCSI and NFS on Ethernet. FC and iSCSI are block-based protocols that utilize encapsulated SCSI commands. NFS is a
NAS protocol. Fiber Channel over Ethernet (FCoE) is also available on several storage arrays, sending FCP packets across
Ethernet.

Determining which interface to use on both the front-end and back-end of your storage environment requires an
understanding of your workload and your desired performance levels. A post on workload characterization is coming in this
series, so I won’t get too deep now. I will, however, provide a few rules of thumb. First, capture performance statistics:
using Windows Perfmon, look at Physical Disk|Disk Read Bytes/sec or Disk Write Bytes/sec), or check out stats in your
vSphere Client if you are already virtualized.

If you require low latency, use fiber channel.
If your throughput is regularly over 60MBps, you should consider fiber channel connected hosts.
iSCSI or NFS are often a good fit for general VMware deployments.

There is a ton of guidance and performance numbers available when it comes to choosing the right interconnect for a
VMWare deployment, and a ton of variables that impact performance. Start with this whitepaper from VMware:
http://www.vmware.com/resources/techresources/10034. For follow up reading, check out Duncan Epping’s post with a link
to a NetApp comparison of FC, iSCSI, and NFS: http://www.yellow-bricks.com/2010/01/07/fc-vs-nfs-vs-iscsi/. If you are
going through a SAN purchase process, ask your vendor to assist you in collecting statistics for proper sizing of your
environment. Storage vendors (and their resellers) have a few cool tools for collecting and analyzing statistics – don’t be
afraid to ask questions on how they use those tools to recommend a configuration for you.

I’ve kept this series fairly simple. Next up in this series is a look at cache, controllers and coalescing. With the next post
we’ll start to get a bit more complex and more specific to VMware and Tier 1 workloads, both virtual and physical. Thanks
for reading!

Related posts:

Storage Basics – Part V: Controllers, Cache and Coalescing1.
Storage Basics – Part VI: Storage Workload Characterization2.
Storage Basics – Part VII: Storage Alignment3.
Storage Basics – Part III: RAID4.
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Storage Basics – Part I: An Introduction5.

Posted in VMware | Tags: FC, interface, performance, SAN, speed, Storage, virtualization, VMware

2 Responses to “Storage Basics – Part IV: Interface”

uberVU - social comments:
February 3, 2010 at 3:37 am

Social comments and analytics for this post…

This post was mentioned on Twitter by joshuatownsend: New VMtoday.com post: Storage Basics – Part IV: Interface
http://cli.gs/RTjA1 #vmware…

Reply More from author
cmdln.org (a sysadmin blog) » Blog Archive » Analyzing I/O performance in Linux:
April 22, 2010 at 2:01 pm

[...] http://vmtoday.com/2010/01/storage-basics-part-iv-interface/ [...]

Reply More from author

Leave a Reply

Name (required)

Mail (will not be published) (required)

Website

Submit Comment

Additional comments powered by BackType

Recent Posts

VMware vExpert
EMC Virtual Storage Integrator Update
Storage Basics – Part VII: Storage Alignment
Free SAN Monitor for DS3300, MD3000i and others
Washington DC VMware User Group – April 29th
Storage Basics – Part VI: Storage Workload Characterization
Update: SVGA Drivers on Windows 2008 R2 and Windows 7

Tags

3.5 2009 best practices client compatibility disk DL380 ecosystem EMC ESX esxi esxtop fusion G3 HP Hyper-V I/O IOPS memory Microsoft NetApp

network Patch performance powershell reporting SAN security sizing sql statistics Storage Update 3 vcenter VI3 virtual virtual center

Storage Basics – Part IV: Interface | VMtoday http://vmtoday.com/2010/01/storage-basics-part-iv-interface/

3 of 7 06.Aug.10 11:20 AM



virtualization Virtual Machine VM VMUG VMware vmworld vsphere windows

Categories

Documentation (2)
EMC (2)
General IT (10)
Issues & Troubleshooting (18)
Microsoft (8)
NetApp (3)
News (6)
Personal (3)
Product Releases (2)
Storage (8)
Storage Basics (3)
Uncategorized (3)
VMUG (2)
VMware (46)
VMware How To (18)
VMworld (3)

Recent Tweets

@Virtustream360 Thanks for the follow - nice to see you guys on Twitter!
@DellServerGeek YUM!
RT @ericsiebert: @TrainSignal's new Pro Series video - my experience - http://bit.ly/brlE35 <- Nice - I look forward
to watching yours!
@stu thanks for including me in your VMworld 2010 list! - http://tweepml.org/VMworld-2010-San-Francisco/
RT @jasonboche: North Korea is an idiot. <- Ha!
RT @cshanklin: I hope that if, one day, I accidentally post something to twitter that it's totally awesome.
@tscalzott Quality.
@tscalzott That was some impressive rain today!
Please, sir. May I have another?
RT @veeam: Veeam FastSCP 3.0.3 with vSphere 4.1 support is available for download (and still FREE): http://bit.ly
/aaV3gc <- time 2 thinapp!

Recent Bookmarks

Windows Guest Defragmentation, Take Two « Pivot Point
Dan Weiss Blogsite » NetApp performance testing engineer tells it like it is
Understanding how storage design has a big impact on your VDI! - Ruben Spruijt - BrianMadden.com
Performance Troubleshooting VMware vSphere – Storage | virtual insanity
PowerCLI – Where do I start ?! « Virtu-Al
CPU/MEM Reservation Behavior » Yellow Bricks
Refreshing Test Dev SQL Environments using NetApp Technologies · Rajeev Karamchedu
Finding thin-provisioned virtual disks with PowerShell | VCritical
ESXi4 Console - Secret Commands for Emergency Maintenance
VMware Server on a Domain Controller (DC) « Derek’s Musings
How to Enable SSH in ESXi – VMware « Code Ghar
VMware ESX, EMC CLARiiON Arrays, and Multiple Protocols - blog.scottlowe.org - The weblog of an IT pro
specializing in virtualization, storage, and servers
PVSCSI and Low IO Workloads « Pivot Point
VDI.com - Why should I provision VDI VM's with less RAM and other resources than my physical machines?
The old pain in the DAS « StorageTexan's Blog

About Me

Storage Basics – Part IV: Interface | VMtoday http://vmtoday.com/2010/01/storage-basics-part-iv-interface/

4 of 7 06.Aug.10 11:20 AM



Hello, and thank you for visiting VMtoday. My name is Josh Townsend. I am a technology professional with a strong
background in VMware Virtualization, Storage, and Microsoft technologies. I am a Sr. Systems Administrator at Tiber Creek

Consulting in Fairfax, VA, and hold several technical certifications, including VMware Certified Professional. I am also a
2010 VMware vExpert.

I am also leader of the Washington DC Metro Area VMware User Group (VMUG).

The opinions expressed on this site are my own and may not reflect the views of my employer, VMware, or any other party
unless otherwise stated.

Please feel free to follow me on Twitter
@joshuatownsend
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