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Swat can be used for among many other reasons:
Search

e Problem analysis ]

e Configuration sizing (just buying x GB of storage just won't do
anymore)

e Trend analysis: is my workload growing, and can |
identify/resolve problems before they happen?
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storage you are trying to report on. Swat reports the host's view of
the storage performance and workload, using the same Kstat
(Solaris) data that iostat uses.

Swat consists of several different major functions:
- Swat Performance Monitor (SPM)
-Swat Trace Facility (STF)
-Swat Trace Monitor (STM)
- Swat Real Time Monitor
- Swat Local Real Time Monitor

-Swat Reporter

Swat Performance Monitor (SPM):

Works on Solaris and Windows. An attempt has been made in the
current Swat 3.02 to also collect data on AlIX and Linux. Swat 3.02
also reports Network Adapter statistics on Solaris, Windows, and
Linux. A Swat Data Collector (agent) runs on some or all of your
servers/hosts, collecting I/0 performance statistics every 5, 10, or 15
minutes and writes the data to a disk file, one new file every day,
automatically switched at midnight.

The data then can be analyzed using the Swat Reporter.

Swat Trace Facility (STF):

For Solaris and Windows. STF collects detailed I/O trace information.
This data then goes through a data Extraction and Analysis phase that
generates hundreds or thousands of second-by-second statistics
counters. That data then can be analyzed using the Swat Reporter.
You create this trace for between 30 and 60 minutes for instance at a
time when you know you will have a performance problem.

A disk I/O workload traced using Swat can be replayed on any test
system to any type of storage using Vdbench (an other of my tools,
available at http://vdbench.org). This allows you to trace a production
I/0 workload, bring the trace data to your lab, and then replay that
I/0 workload on whatever storage you want. Want to see how the
storage performs when the I/O rate doubles or triples? Vdbench
Replay will show you. With this you can test your production workload
without the hassle of having to get your data base software and
licenses, your application software and licenses, or even your
production data.

Note: STF is currently limited to the collection of about 20,000 IOPS.
Some development effort is required to handle the current increase
in IOPS made possible by Solid State Devices (SSDs).
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Note: STF, while collecting the trace data is the only Swat function
that requires root access. This functionality is all handled by one
single KSH script which can be run independently. (Script uses TNF
and ADB).

Swat Trace Monitor (STM):

With STF you need to know when the performance problem will occur
so that you can schedule the trace data to be collected. Not every
performance problem however is predictable. STM will run an
in-memory trace and then monitors the overall storage performance.
Once a certain threshold is reach, for instance response time greater
than 100 milliseconds, the in-memory trace buffer is dumped to disk
and the trace then continues collecting trace data for an amount of
seconds before terminating.

Swat Real Time Monitor:

When a Data Collector is active on your current or any network-
connected host, Swat Real Time Monitor will open a Java socket
connection with that host, allowing you to actively monitor the current
storage performance either from your local or any of your remote
hosts.

Swat Local Real Time Monitor:

Local Real Time Monitor is the quickest way to start using Swat. Just
enter './swat -I' and Swat will start a private Data Collector for your
local system and then will show you exactly what is happening to your
current storage workload. No more fiddling trying to get some useful
data out of a pile of iostat output.

Swat Reporter:

The Swat Reporter ties everything together. All data collected by the
above Swat functions can be displayed using this powerful GUI
reporting and charting function. You can generate hundreds of
different performance charts or tabulated reports giving you intimate
understanding of your storage workload and performance. Swat will
even create JPG files for you that then can be included in documents
and/or presentations. There is even a batch utility (Swat Batch
Reporter) that will automate the JPG generation for you. If you want,
Swat will even create a script for this batch utility for you.

Some of the many available charts:

Response time per controller or device
I/0O rate per controller or device

Read percentage

Data transfer size

Queue depth
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Random vs. sequential (STF only)

CPU usage

Device skew

Etc. etc.

Swat has been written in Java. This means, that once your data has
been collected on its originating system, the data can be displayed
and analyzed using the Swat Reporter on ANY Java enabled system,
including any type of laptop.

For more detailed information go to (long URL)where you can
download the latest release, Swat 3.02.

You can find continuing updates about Swat and VVdbench on my blog:

http://blogs.sun.com/henk/

Henk Vandenbergh
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