DATA CENTER

Technical Brief:
How to Configure NPIV on
VMware vSphere 4.0

Provides step-by-step instructions on how to configure NPIV on
VMware vSphere 4.0 in a Brocade fabric. Leveraging NPIV gives the
administrator the ability to extend all of Brocade’s advanced features
and apply storage best practices in a virtualized data center.
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INTRODUCTION TO NPIV

N_Port ID Virtualization (NPIV) is an extension to the Fibre Channel industry standard, which is available
across the Brocade® Host Bus Adapter (HBA) product line and Brocade Storage Area Network (SAN)
platforms. NPIV delivers significant advantages for running multiple Virtual Machines (VMs) and managing
the workload across multiple physical servers. Storage Administrators now have the ability to control access
to LUNs on a per Virtual Machine basis.

NOTE: The term “switches” is used in this document to reference Fibre Channel Brocade backbone, director,
switch, and embedded switch platforms unless otherwise noted.

In a server virtualization environment, NPIV allows each VM to have a unique Fibre Channel (FC) World Wide
Name (WWN), enabling multiple virtual machines to share a single physical HBA and switch port, a virtual
HBA port, as shown in Figure 1. By providing a unique virtual HBA port, storage administrators can
implement SAN best practices such as zoning for individual VMs. Administrators can also take advantage of
SAN management tools, simplifying migration of VMs and their storage resources.

The benefits of deploying NPIV in your storage environment are real and available today:

e Maintaining fewer physical components reduces the number of points of failure, resulting in improved
availability and network uptime.

e Less hardware, portable connections, and VM-level zoning all contribute to simplified SAN and server
management.

e NPIV allows the SAN best practices that are available with physical servers to be used in virtual server
environments.

e  More granular security by restricting LUN access to individual Virtual Machines

Brocade SAN Switch
HBA with NPIV with NPIV

i L
v

Machines (VMs)
with separate WWNs

-““—

Storage and ~

SAN resources gt/ ‘e

Figure 1. NPIV in the SAN

How to Configure NPIV on VMware vSphere 4.0 30f 25



DATA CENTER TECHNICAL BRIEF

SERVER VIRTUALIZATION ADVANTAGES

A number of enhancements are being introduced into server virtualization products, such as VMware®
vSphere 4.0, to augment existing support for Fibre Channel SANs, including NPIV and load balancing across
FC ports.

Addressing and Access Control

Each FC port in a fabric has a World Wide Name assigned to it by the equipment manufacturer, which
uniquely identifies each node. WWNs play a critical role in determining the visibility and accessibly of
storage LUNSs (partitions in storage arrays) by servers connected to the fabric. Zoning is the mechanism by
which FC ports are grouped together to restrict interference, add security, and simplify management. Zoning
utilizes WWNs to allow access to storage. A server can see and access only storage LUNs that share a
common zone with that server.

NPIV in a Virtualized Environment

The hypervisor leverages NPIV to assign individual WWNs to each Virtual Machine, so that each Virtual
Machine (VM) can be recognized as a specific end point in the fabric. The benefits of this approach are as
follows:

e Granular security. Access to specific storage LUNs can be restricted to specific VMs using the VM
WWN for zoning, in the same way that they can be restricted to specific physical servers.

e Easier monitoring and troubleshooting. The same monitoring and troubleshooting tools used with
physical servers can now be used with VMs, since the WWN and the fabric address that these tools rely
on to track frames are now uniquely associated to a VM.

o Flexible provisioning and upgrade. Since zoning and other services are no longer tied to the physical
WWN “hard-wired” to the HBA, it is easier to replace an HBA. You do not have to reconfigure the SAN
storage, because the new server can be pre-provisioned independently of the physical HBA WWN.

o  Workload mobility. The virtual WWN associated with each VM follows the VM when it is migrated
across physical servers. No SAN reconfiguration is necessary when the workload is relocated to a new
server.

e Applications identified in the SAN. Since virtualized applications tend to be run on a dedicated VM, the
WWN of the VM now identifies the application to the SAN.

e Quality of Service (QoS). Since each VM can be uniquely identified, QoS settings can be extended from
the SAN to VMs, as shown in Figure 2.

(e —

Figure 2. End-to-end QoS

How to Configure NPIV on VMware vSphere 4.0 4 of 25



DATA CENTER TECHNICAL BRIEF

REQUIREMENTS TO IMPLEMENT NPIV
There are a few requirements in both the software and hardware to enable NPIV:

e  Switches. NPIV needs to be supported on the switch connected to the HBA. All Brocade FC switches
currently support NPIV—specifically starting in Fabric OS® (FOS) 5.3.x or later, M-EOSc 8.1, and M-
EOSn 9.6.0.

(See the “Troubleshooting” section to find out how to see if NPIV is enabled on the switch.)

o HBAs. HBAs must support NPIV as well. The following vendors and models of HBAs are supported:
e Brocade. Any 4 or 8 Gbps FC HBA

e Emulex. 4 Gbps HBA running firmware level 2.70a5 or later. All Emulex 8 Gbps HBAs running
firmware 1.00a9 or later

e QLogic. Any 4 or 8 Gbps HBA
e Storage. NPIV is completely transparent to storage arrays, so no specific support is required.
NOTES:

e NPIV can be used only with Raw Device Mappings (RDM) disks. VMFS disks do not support NPIV.
For more information on RDMs, refer to the current Fibre Channel SAN Configuration Guide for ESX
Server 4.0.

e Toimplement NPIV, the physical HBA WWPN on an ESX Server 4.0 host must have access to all LUNs
that are to be accessed by VMs to allow you to VMotion across your physical hosts.

e If you deploy a VM from a template or a clone, the new VM does not retain the WWN.

Preparing to Set Up NPIV for the Storage Administrator

LUNs for VMFS datastores and RDM disk are already created, zoned, and LUN-masked to the vSphere 4.0
physical HBA or CNA ports. You can confirm that you have disks available for VMFS datastores or RDM
disks as follows:

1. Inthe vSphere client, select the physical host from the tree menu on the left.
2. Select Configuration.

3. Select Storage Adapters from the tree menu on the left.
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4. Select the Fibre Channel port to display the available LUNs in the Details list below. (If the storage has
just been zoned and the LUNs masked, then click Rescan to prompt the host to query for its available

LUNSs).

[=3) MGMT - ¥Sphere Client

File Edit Yiew Inventory Administration Plugins Help

E B |Q Hame b g7 Inventory D@ Hosts and Clusters

g & ¥ B b G

Recent Tasks

= MGHT . 192.168.174.83 YMware ESX, 4.0.0, 164009
El [ Brocade
I‘El 0 152.168.174.5. Started | Summary [ irtual Machines . Resource Allocation [ Performance - [KSE G g
@ w2 e Storage Adapters Refres
= [ 1921661748 ]
s it Erocessors Device | Tvpe | g -
Brocade-825
Memory
o (3 wmhbaz Fibre Channel 20:00:00:05: 1e: |
e O mhba3 Fibre Charmel  20:00:00:05: 16:55:3:
Networking 631%ESE/632ESB IDE Controller
» Storage Adapters (3 wmhbal Block SCS1
Metwork Adapters & wmhbasz Block 5CS1
Advanced Settings Smart Array EZ00i ;I
Details
Software

ymhbaz
Licensed Features Hodsl: Brocade-825
Tirne: Configur ation Wi Z0:00:00:05: 16:59:3:56 10:00:00:05:12:59:F3:56
DNS and Routing Targets: 2 Devices: 7 Paths: 14
Power Management
Yirtual Machine Skarkup/Shutdosn view: [Devices Paths |
Wirtual Machine Swapfile Location Hame | Runtime Mame LT
Security Profile [ DGC Fibre Channel Disk (naa, 600601 60450220001 2672943 320de1 1) wmhbaz:0:T0:L0 [
System Resource Allocstion DGC Fibre Channel Disk (naa, 6006016045b220001 3b7a943F320de11) wmhbaziC0:TO:iL1 1
advanced Settings DGC Fibre Channel Disk (naa. 5006016045b22000dabessfa4421de1 1) vimhbaz: CO:TO:LE 6

DGC Fibre Channel Disk (naa, 6006016045b22000dbbe65Fa4421de11) vmhbaz:C0:TO:L4 4

rir.r Fihr hannal Nick fnas ANAN AMAEHZININAChARS 24471 dat i\ wimhhaz 0T S s _'Ll

4 »
e |

Hame | Target | Status | Initiaked by | wCenter Server | Requested Start Ti... — | Start Time

| Completed Time

At least one VMFS datastore has been created. This is required because the pointer to the RDM datastore
resides in VMFS. With an RDM, a physical LUN is presented to a VM as a .vmdk-file. From an ESX Server
perspective, the VM is still accessing the vmdk-file, even though this file is actually a pointer that redirects

all SCSI traffic to the raw LUN.

LUN20

At least one free RDM disk is available to be assigned to a Virtual Machine.
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Server Administrator Tasks
NOTE: Do not power on the VM for this procedure; the VM needs to be shut down.

1. Follow the steps below to assign or modify the WWN or the Virtual Machine. (This procedure is also
found starting on page 58 of the Fibre Channel SAN Configuration Guide for ESX Server 4.0..")

To assign a WWN to an existing VM using Virtual Center:

a.

From Virtual Center, select the VM to which you want to assign a WWN, right-click and choose Edit

the Virtual Machine Settings.

Click the Options tab and click Fibre Channel NPIV.

In the dialog box, select Generate. Here are the available options:
e Leave Unchanged: Existing WWNs are retained.

e Generate New WWN: A new set of WWNSs are generated.

e Remove WWN assignment. Removes the WWNs from the VM.
Click Close and exit configuration.

If an RDM disk has not been assigned to the VM, then add it.

Right-click on the VM that will be used for NPIV and choose Edit settings.

Click Add under the VM properties, select Hard Disk, and click Next.
Select Raw Device Mappings and click Next.

Select a disk from the available LUNs and click Next.

&) Add Hardware

Select and Configure a Raw LUN
wthich LUM would you like to use for this raw disk?

Device Type MName, Identifier, Path ID, LUMN or Capacity contains: -

Select a Disk

Select Target LUN Mame Path ID LU Caparcity
DGE Fibre Channel Disk (naa.60060...  wmhbaZ:Co:TO:LZ z 10.00 GE |
DG Fibre Channel Disk {naa.60060...  vmhbaZ:iC0:TOLS 5 10,00 GB
DG Fibre Channel Disk (naa 60060,  wmhbaZ:iC0:TO:L4 4 10,00 GB
DG Fibre Channel Disk (naa.60060...  wmhbaZ:CO:TOILE & 10.00 GE

Help | = Back | Mextk = I Cancel |

4
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j. Under Select a Datastore, click the Store with Virtual Machine radio button.
NOTE: To use VMotion for VMs with NPIV enabled, make sure that the RDM file is located on the
same datastore on which the VM configuration file resides.

@ Add Hardware

Select a Datastore
Onto which datastore do you want to map this LUN?

Device Type : = Select the datastore on which to store the LUN mapping. ‘fou will use the disk map on
Select a Disk, this datastore o access the virtual disk.

Select Target LUM

Select Datastore (¥ Store with Yirtual Machine

" Specify datastore

Datastors # Hosts
winfs2 2
Skaragel 1
WMFS1 2

Mext > Cancel

4

Help

kK. Under Select the Compatibility Mode, click the Virtual radio button. For more information on
compatibility modes, refer to the Fibre Channel SAN Configuration Guide for ESX Server 4.0.
To use VMotion, select the Virtual Compatibility mode.

() Add Hardware

Select Compatibility Mode
Which compatibility mode do you want this virtual disk to use?

Device Tvpe
Select a Disk The compatibility mode you choose will apply only ta this virtual disk and will not

select Target LU affect amy other disks using this LUN mapping.
=it Targel LUM
Select Datastore

Compatibility

Compatibility Mode CAE e Allovs the guest operating system to access the

hardware directly. Taking a snapshat of this wirtual
machine will not include this disk,

Allow the virtual machine ko use YMware snapshots and
ather advanced Functionality.

Help = Back | Next = I Cancel |

4

I.  Leave the defaults for the Advanced Options, click Next, and click Finish.
To assign a WWN to a new VM using Virtual Center:

a. Right-click an ESX Server or cluster and click New Virtual Machine.

b. Click the Custom radio button, enter a name for the VM, and click Next.

c. Enter the appropriate information and stop at the Select Disk Type screen.
d. Select the Raw Disk Mapping and click Next.

e. Follow steps j through | above under “To assign a WWN to an existing VM using vCenter to add the
RDM disk.”

f.  Onthe last screen, click the check box Edit the virtual machine settings before submitting and
click Finish.

g. Click the Options tab and click Fibre Channel NPIV.
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h. Inthe dialog box, select Generate New WWN.
NOTE: In most cases, if a dual fabric is implemented with an Active/Active array, then two World
Wide Node Names (WWNNs) and two World Wide Port Names (WWPNSs) should be enough.

i. Click Close and exit configuration.

NOTE: Do not power on the VM guest after assigning the RDMs a virtual WWWN. If you power on the
VM prior to zoing and LUN masking then the VM will fail back to the physical HBA WWN.

2. Once you have assigned a WWN to the VM, right-click the VM to return to VM settings and choose Edit
Settings from the menu.

3. Click the Options tab and click Fibre Channel NPIV in the left pane.

@ ¥M1 - ¥irtual Machine Properties _ O] x|
Hardwars  Options ]Resaurces I Wirkual Machine Version: 7
Settings summary Fibre Channel Yirkual Wihs
General Options Vi1 wirtual machines running on hosts with Fibre Channel hardware
vApp Options Disabled that supports MPTY can be assigned virtual Whiihs For advanced
WMware Tools Shut Dawn CE(aetnu[:f These WikNs are normally assigned by the host or by
Power Management Standby
Advanced I"" Temporatily Disable NPTY For this virtual machine
General Mormal X
CPUID Mask Expose i flsgto .. The current WWN assignments were created by vCenter,
Boot Options Delay 0 ms {* Leave unchanged
Paravirtualization Disabled W ——
Fibre Channel MPIY Assigned
CPUIMML Yirtualization Automatic
Swapfile Location Use default settings
R

" Remove Wh assianment
WM Assignments:

Mode Wilhs:
26:26:00:0c;29:00:00:08, 28:26:00:0c:29:00:00:0a

Part Wihs:
26:26:00:0c: 29:00;00:07, 26: 2(:00:0c:259;00:00:0b

]

Help QK Cancel

4

4. Record the WWNNs and the WWPNs. The storage administrator will need this information to zone and
mask LUNs in the back-end storage. (Follow the Storage Administrator steps below to zone and mask
LUNSs.)

5. After the storage administrator completes zoning and configuration of the storage, you can safely
power on the VM.
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6. After you have safely powered on the Virtual Machine, Secure Shell (SSH) or telnet into the physical ESX
Server to verify that I/0 traffic is actually flowing through the virtual port. If a Brocade HBA is installed,
then issue the command on the physical port with the vPort: cat/proc/scsci/bfa/3 (The adapter
instance numbers vary depending on the slot number of the HBA and the ports connected).

ID: O WWFN: S50:06:01:61:4k

When you see the virtual WWNs (also known as vPorts) listed, you know that everything is fine.

Storage Administrator Tasks

Prior to zoning the VM, be sure that you have zoned all the physical HBA WWNs to the correct storage array
port WWN/s. Storage best practices are to zone a single initiator to single target to maintain security and
reduce interference. Once you receive the virtual WWNs from the Server administrator, you then need to
create unique zones for each VM to the storage array port WWN/s. However, if you have a very small
environment, then you may find it easier to place all the physical HBA port WWNs into one zone and then
individually zone each VM to an array port.

High-Level Zoning Steps

e Zone physical HBA WWNs to storage WWPNs

e Create an alias for the NPIV-enabled VM

e  Manually add the WWPN to the newly created alias
e Zone the alias to associated storage ports

e Add the new zones to the Zoning configuration

e  Save the switch configuration

e Enable the switch configuration

1. Login to the Brocade switch using Brocade Web Tools, Brocade Data Center Fabric Manager (DCFM™),
or the Fabric 0S® (FOS) Command-Line Interface (CLI) to configure Zoning. This paper will explain how
to Zone using Brocade Web Tools and the CLI.

To zone using Brocade Web Tools (assuming that all the physical HBAs ports and array ports are
zoned):

a. Tologinto Web Tools, open an Internet Explorer window and typing the FQDN or IP address
(for example, https://5100edgel.brocade.com).
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b. Log in to the switch, and click Zone Admin.

c. Click New Alias and type a name for the VM guest Node Name (for example, VM1).

[ swd 77 - Zone Administration =
Pl
Zoning Modes , Basic Zones
Basic Zones Print Ecit iew Zoning Actions
Traffic Isolation Zones Elvew ~ Resource iew -  “aRefresh ~  EnableConfiy  SaweConfig  Clear Al

Alias Zone | Zone Config

Mame  Clarion_P1 Mew Alias  Delgte  Rename

Member Selection List Aligs Members
=3 8 & ) 1 Member
WAz (4 Devices) &3 Clariion S0:06:01:60.4b:a0.18.46
A Cther..
Current View: Fabric View a Effective Zone Config: Demo
4 »
The zone trangaction (id = 34672) is complete. Tue Jun 23 2009 17:25:03 GMT+00:00 -
Commit succeeaded
--- end of commit st Tug Jun 23 2009 17:25:04 GMT+00:00
Successfully committed the changes tothe fabric. Free Professionsl Management Tool | 19216817487 | AD0 | User: admin | Role: admin @
d. With the Alias selected from the drop-down men, click Add Other.
e. Inthe dialog box that displays, enter the WWPNs generated by vCenter and click OK.
Once you have completed adding WWPNSs, the screen should look similar to this:
anon 192.168.174.88
I} swd77 - Zone Administration HEEES
Zoning Modes |y Basic Zones

R Brint Ecit Wiew Zoning Actions

Traffic Isolation Zones O Mewr ~ Resource Wiew ~ "y Refresh -  Enable Config  Save Config  Clear Al

Aliss | Zome | Zone Config

Mame Wit w | Mew Alias | Delete Rename

Member Selection List Alias Metibers

= (=] 2 Memhers.

WANS (4 Devices) 3 Wmwvare, Inc. 28:26:00:0c: 23:00:00:07

@ Wmware, Inc. 28:26:00:0c: 28:00:00: 0k

kel Other

f.  Click the Zone tab and click New Zone.
g. Enter a name for the zone and click OK.

h. Click the plus sign (+) to expand the Aliases folder in the Zone tab.
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i. From the Member Selection List, select the newly created alias (for example, VM1) and the alias of
the storage array ports (for example, Clariion_P1). Click the Add Member button, which adds the
aliases to the zone.

NOTE: A SAN best practice is to zone one initiator to one target to increase security and to restrict
interference from other hosts.

Basic Zones
Print Edit iew Zoning Actions
Mewe ™ Resource View T d><p Refresh ~ Enable Config Save Config Clear Al

Aliaz Zone Fone Config

Mame M1 _Clariion_P1 w*  Mew Zone| Delete Repame Clone

Member Selection List Zone Members
Ports & Aftached Devices(28 Members) 2 Members
VIATE (4 Devices) B [ aliases

O [ asliases(s Members)
= (1
[ Clariion_P2(1 Members)
[ ESx1(1 Members)
[ ESxz201 Members)
=

[ Clariion_P1¢1 Members)
[ w11 Members)

Add Cther..

Current View: Fabric Wiew E Effective Zone Config: Demo

j. Follow the steps to configure the second storage initiator.

k. Click the Zone Config tab.

I.  From the Member Selection List, click the plus sign (+) next to Zones, select the newly created
zones (VM1 _Clariion_P1, VM1 _Clariion_P2), and click Add Member .

Bazic Zones

Print Ecit ‘iew Zoning Actions

Mewe ™ Resource Yiew < ‘@(p Refresh  ~ Enable Config Save Config Clear All

Alias | Zone | Zone Config

Mame Demo ¥ New Zone Config | Delete | Rename | Clone
Member Selection List Zone Config Members

=] Zones (6 Zones) B Fones

ESX1 _Clariion_P1
ESX1 _Clarlion_P2
ESX2_Clariion_P1
ESX2_Clarlion_P2
Wi _Clariion_P4

Wit _Clariion_P2

Current View: Fabric Yiew & Effective Zone Config: Demo

m. Click Save Config at the top. This operation can take 15 - 30 seconds.. Status is displayed at the
bottom of the window.

n. Once the configuration has been committed, click Enable Config. (This takes 15 - 30 seconds)
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To zone using the FOS CLI, perform all the steps for each switch in the fabric:

a. Telnet to the Brocade switch and create a new alias:
alicreate “vmguestl”,”28:26:00:0c:29:00:00:07, 28:26:00:0c:29:00:00:0b”

b. Create a Zone to map the guest to storage: Once again, best practices is one initiator to one target:
(The example below uses the name “Clariion” to easily identify the type of storage and is shown in
the screen captures. However, the name user-configurable.)
zonecreate “vml_Clariion_P1”,”vml;Clariion_P1”
zonecreate “vml_Clariion_P2”,”vml;Clariion_P2”

¢. Add the zone to the configuration:

cfgadd “mycfg”, “vml_Clariion_P1”
cfgadd “mycfg”, “vm2_Clariion_P2”

d. Enable the configuration:
cfgenable “mycfg”

e. PressY to confirm that you want to enable the configuration.

2. Once you have created the zone on the Brocade switch, log in to the storage array and add the WWNN
and WWPNs of the VM to the LUNs that the VM will access.

NOTE: Depending on the storage array, the WWNN may not be necessary.

Follow the instructions below to configure HDS AMS storage and the EMC Clariion array using NetApp

FilerView.

Using NetApp FilerView:

a. Login to FilerView on the NetApp appliance (for example,

http://netapp3050a.brocade.com/na_admin)

b. If an initiator group has not been created (makes the LUNs visible to connected hosts), then create

one by clicking Add below “Initiator Groups” in the left navigation pane.

(= NETAPP3050A: FilerView - Windows Internet Explorer

£ | http:]/10.66,24.62feervlets netapp. fr.serviets. FlerView

Add

Show Statistics

LUN ConfigCheck

« Initiator Groups (7/
Vanage

* Network (7)
: v

« Filer (7 ~
* Volumes (7 System Status @
= Aggregates (7 Filer = Show Status
* Storage (7 )
* Operations Manager (7) Filer
= SnapMirror (7) Model
* CIFS (% System ID
“ NFS (2 Version
« HTTP @) Volumes
* LUNs 5@ Aggregates
Wizard Disks
Enable/Disable
Manage Status

NETAPP3050A.solc.brocade.com
V3050
0101179613
724
5 Volumes
5 Aggregates

8 Disks
(0 spare, 0 failed)

@ The system's global status is normal.

Search ) About

javascript:loadTaskFrames(netapp. fv. vdisk.manage . IGroupList);

[E @ Internet

B 100% -

c. Inthe Add Initiator Group screen, assign it a group name, a type (FCP), and an OS (VMware).

How to Configure NPIV on VMware vSphere 4.0
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d. Enter the VMware guest WWNN and WWPNs that you received from vCenter and the physical HBA
WWPNs of the ESX Server host in the Initiators section. If you are using VMotion, be sure that you

add the other ESX Server host physical HBA WWNs that participate in the VMotion process to
ensure that the NPIV connection is maintained when the VMotion takes place. Otherwise the
VM will default back to the physical HBA WWN and will not use NPIV.

e. Click Add.

(= NETAPP3050A: FilerView - Windows Internet Explorer
£ http://10.66.24.62fserviets/netapp. fv.serviets. Filer iew

QC

NerworkAppliance®

« Filer (%

» Volumes (7

= Aggregates (7
* Storage (7

~ Add Initiator Group @

LUNs = Initiator Groups — Add

Manage Inifiator

EEX

[ | search ) About

"

. Groups]
» Operations Manager (7)
= SnapMirror (7) . -
- S Group Name: NPIV_Host1 @
Y Enter a group name for the
* NFS (%) initiator group.
« HTTP (%) Type: 0
. -FCP vD
o LUNs (7 Select a type for the initiator
Wizard group-
Enable/Disable Operating System: [VMware ¥]@
M Select the operating system type
anage
of the initiators in this group.
had Initiat
Show Statistics nitiators: 10:00:00:00:69 ~|@
Enter a list of initiator names,
LUN ConfigCheck separated by commas, spaces,
+ Initiator Groups (7/ or newlines. For an FCP initiator
M group, enter WVWPNs (world wide
anage port names). For an iSCS|
Add initiator group, enter iSCSl node |2 v
« FCP (7 names
* Network (7)
- - = v ’ Ea N\ b
N i Girret H10% -

REMINDER: The number of physical HBA ports in the ESX Server device determines how many
WWPNs you need to enter in the initiators group.

f.  Fillin the requested information and click Add.
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g. Click Add under LUNs in the left navigation pane.

{2 NETAPP30504: FilerView - Windows Internet Explorer
2| htip://10.66.24.62/serviets/netapp. fv.serviets. FierView

QC

NetworkAppliance®

= Storage ()

« Operations Manager (7)

+ SnapMirror (7)
« CIFS ()

~ AddLUN @

e

| | Search ) About

LUNs — Add

Manage LUNs]

A

o LUNs (D) . 5
Wizard Path: fvolivol2/npiv_host1 @
The full path of the LUN. for example One.
Enable/Disable The LUN must be created in the root directory of a volume
Manage or a giree.
Add LUN Protocol Type: Viware v @
Show Statistics Select the multiprotocal type for the LUN.
LUN ConfigCheck Description: NPIV Host1 @
+ Initiator Groups (7) An optional description of the LUN
sz
The size of the LUN.
® Units: 0B (GigaBytes)  v|@
_ A multiplier for the LUN size.
* Network (7)
« Security (7! Space Reserved: Space Reserved @
.- Indicates whether this LUN is space reserved.
« Secure Admin (7
= NDMP () Add )
- cumin 5 M
[§ @ mternet ®100% ~

In the Add LUN screen, enter the required information and click Add.

Once the LUN is created, click Manage under LUNs in the left navigation panel and select the LUN

you created.

Click Map LUN and click Add Groups to Map.

Select the initiator group you just created and click Add.

(= NETAPP3050A: FilerView - Windows Internet Explorer
| http://10.66.24.62fservlets/netapp. fv.serviets. FilerView

QC

NetworkAppliance®
= Storage (7

* SnapMirror (7

* CIFS ()

« NF§ (%)

* HTTP )

* LUNs 5@
Wizard
Enable/Disable
Manage
Add
Show Statistics
LUN ConfigCheck
= Initiator Groups (7/

Manage
Add
« FCP(2)

= Network (7)

* Security (7)

* Secure Admin ()

= NDMP (7)

- enman 5

= Operations Manager (7)

i

LUN Map Add Groups @

LUNs —» Add Groups

Initiator Groups:
Select one or more initiator group names to add to the maps
for LUN ivelivel2/npiv

I:l Search ) About

WIN2K_HOST8P2
WIN2K_HOSTBP1

[@ @ intemet

H100% -

Inform your VMware Administrator the VM can be powered on.
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Using HDS AMS Storage Navigator:

a. Inthe Logical Status tab, select the port group in which the LUNS are located in the left navigation

pane.
#% 10.66.2.200 - Remote Desktop =13
File View Seftings Tools _
[ P e
Component Status  Logical Status |
E-[E AMS100045 4D Gro _ _
== J k] RAID Group RAID Level Total Capacity Fre
51 RG-00 (RAIDS) @l”” |RAID5(4D+1P) | 1DT1.SGB|
2 RG-01 (RAIDS) E [RAIDS(ED+1F) \ 1071.5G8|
T Host Groups
i Options
== Logical Unit
By
F-1a]] 001:ESH1
- aj] D0ZESK2
- a] D0FESG
- al] D04ESH4
€3 Port 0B
€3 Port0C ! | H
€3 Port 0D
& Port1A LUK = Capacity RAID Group RAID Level D-CTL " | C-CTL " Stripe Siz
@ Port 18 =] [ 350.0GB 01|RAIDSED+1P) i 0 A
D Fort1c =Joom 20.0GE N0|RAIDS4D+H F) 0 0 =1 |
@ Port 1D —J|oooz 20.0GB 00[RAIDSED+1P) i 0
'EIE:ACCESS Mode —Jjoona 20.0GE N0|RAIDS 4D+ P i i
WP Spare Drives —J|ooos 20.0GB 00[RAIDSED+1P) i 0
— 3 Difierential Management [ Zjaoos 20.0GB 00[RAIDSED+1P) i 0
Cormmand Devices —J|o0o6 20.0GE 00/RAID5(4D+1F) 0 i
License Key —J|ooo7? 20.0GB 00[RAIDSED+1P) i 0
= LUM Expansion —Joooa 20.0GE N0|RAIDSED+H F) 0 0
—J|ooog 10.0GB 00[RAIDSED+1P) i 0
—Jloo10 8.0GB 00[RAIDSED+1P) i 0 _Id
4 | 2] | :
T TS T Ty i

b. Click WWN to select the WWNs that are available to map to this port group.

c. Click Modify WWN Information at the bottom right.
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d. Inthe WWN Information screen, click Add.

#3 10.66.2.200 - Remote Desktop (9=
File View Seflings Tools &
Modify WWN Information | # [
Companent l WWWN Information
 [o—
[oo0: 5000
Il - Accigned Wik
MName | Part hame I
TOTOUIIOCIEET 7S A
10000000C969B7C7
HPIVL 2825000C29000014
HPIVL 1 2825000C2900001E
HPIVL C 2825000C2900001C
2825000C2900001D =
Add Chare | Delete |
N———
Al
~Assignable Wik
hame | Port Mame
z100001B3201EALF
10000000CIEBES2S
OK Cancel
|
y | Modify YW Information
FI e b
< | >

e. Inthe WWN dialog box, add the virtual WWNs that the Server Administrator gave you.
Also add the physical HBA WWNs of the ESX Server host and the physical HBA WWNs of the
other ESX Server if you are using VMotion.
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f.  Give the WWN a user-friendly name, enter the port WWN without any colons, and click OK.

#% 10.66.2.200 - Remote Desktop 9 (=E3)
6.2 e

File View Setings Tools

Muodify WWN Information ] | @ .

l WWN Information

Compohent
=gl Ams 0&
B
[a00: 5000
cEn nformation EEREARMERRRN
2 Bl
_J

ﬂ Change Delete

Cancel | —T

2100001B3Z01EALF
10000000C96BESZS

T+

QK Cancel

2l

4 _>| M adify WM Information |
T e s v

I( | 5

g. Click OK again.

h. Inform your VMware Administrator to power on the Virtual Machine.
Using EMC AX4 Navisphere:

a. Login to Navisphere.

b. Select Server.

c. Select Connection from the tree menu on the left and click New.

d. Enter all the appropriate information and click Apply.

e. Initiator: Enter both the WWNN and WWPN in this format WWNN:WWPN: (for example,
28:26:00:0¢:29:00:00:06: 28:26:00:0¢:29:00:00:0b)

Operating System: Standard
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h.

Type: Click the New radio button and assign it a name and an IP address.

Navisphere Express - Microsoft Internet Explorer
Fle Edt Yew Favortes Tooks Help
DBack + 0 - ¥ (2] w0 Search - Favarites £ -

Address [&] https:/[192. 168.174.89/NaviMain htmI?NST=G3UbzC3c40hARY Y

Name: AX4-Virt
Model: AX4-55C

Manage reate New Connection
Storage System

Disk Pools

Virtual Disks Enter the HBA Initiator name for the HBA you want to register. The Initiator
Hot Spares name can be found on the new HBA,

Servers

Initiator Information

Snapshots
SAN Copy Initiator [26:26:00:0c:29:00:00:06:26:26:00:0c:29:00.:00:.0b

View Choose the operating system of the server for the HBA you want to register. If
Components your operating system is Windows, Linux, Solaris, or YMWare, please select the 'Standard’
Events option. See the Support Matrix{Supported Configurations) on your AX4-5 support web

site for details.

System
REmd
Services Opertlng System
Software Operating System STANDARD hd

Language

Select 'New' to enter a valid server name and IP address to define a new server

Help for the connection. Select 'Existing' in the following table to associate this connection
Help Center with a server from the list of already defined servers for this storage system.

About
1P Address
& New jvm wirtlab brocade com 192 168 174.93|

IE[Luguut " Existing esxl virtlab.brocade.com v

Click 'Apply' to create the new connection,

Cancel

Select Servers from the left tree menu.

Select the newly created server and click Assign to allow the VM access to the appropriate LUNs.

[gle Edt vew Favortss Tooks Help

Qeak - O - [ [ \

17152, 168, 174,89/Navitain htmlPNST=G3Ub2Coe4QIhARYY

- Search - Favorites 42 T i

Name: AX4-Virt
Model: AX4-55C

server Infarmatian,
Storage System

Disk Paols

Assigned To WML, virtlab, brocade.com

Hot Spares IPAddress 192,168.174.95
s .

EonTeetions Cnnnec.t\wty Status # Inactive
Snapshots Operating System Name M/A
SAN Copy Operating System Version N/&
iew virtual Disk Assignment
Components
Events The following table lists the virtual disks that are currently assigned to. Click the name of

the wirtual disk for details about the virtual disk. Click 'Assign’ if you want to have access
to other virtual disks or click 'Unassign’ if you want to remove access to one or mare
Settings virtual disks.

Services
Virtual Di ile Device Shared With
Name ystems Name

Software

Language

elp Virtual Disk 2 esy. virtlab brocade.com,
I esxl.virtlab.brocade, cam

Help Genter

About

Refresh Click 'Assign' if you want to have access to other virtual disks,

]E[Lngnut Assign

Click 'Unassign' if you want to remove access to one or more virtual disks,

Unassign

Select the LUN(s) that were assigned by the Server Administrator and click Apply.

Ask your Server Administrator to power on the Virtual Machine.
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Verifying that the VM Is Functioning Correctly

1.

2.

Log in to the Brocade switch.

Issue the switchShow command.
You should see the NPIV ports with a number greater than 1 (“one”) as shown below. If you see only
one NPIV port, then the setup has not been successful.

AB_B_S1P@:admin> switchshow
witchName : FAB_B_51068A
witchType: bb.1
i Online
Native
Principal

1
fffchl
witchWun: 10:A0:AA:A%:1e:58:A3:e8
oning: ON {KPN>
witchBeacon: OFF
FC Router: OFF
FC Router BB Fabric ID: 1

4 NPIU public
3 NPIU public
3 NPIU public
2 NPIU public
GA:01:43:80:01:34:a2:19
GA:01:43:8A:01:34:a2:1d

You can also issue the nsShow command to show the ports logged in to the fabric. You should see the
Virtual Machine NPIV ports.

FC4=: FCP
NodeSymb: [43]1 “Emulex LPFell@5-HF FU2.72A2 DVelx 7.4.8.13-2"
Fabric Port Mame: 20:08:BB:0B5:1e:58:03:e8

Permanent Port Mame: 28:11:00:@5:1e:B5:cc: 68
Port Index: B

Share Area: Mo

Device Shared in Other AD: HNo

Redirect: No

You could also use the service console on the ESX Server and check the /proc nodes of the HBA to get
the details. The procedure to find this information is documented in the “Server Administrator Tasks”
section in this document.
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STREAMLINE WORKLOADS WITH Q0S

NPIV is used to present dedicated LUNs into VMs via Raw Device Mapping. NPIV allows a SAN Administrator
to isolate traffic for each VM. Combing the Brocade HBA with Brocade FC and Fibre Channel over Ethernet
(FCoE) switches, Brocade offers the unique ability to provide true end-to-end QoS. Since virtualization
enables dynamic movement of workloads around the data center, Brocade has the ability to maintain the
QoS level of a workload even when it migrates to a different physical server. In addition Brocade virtual
channel technology provides Adaptive Networking services to monitor resource usage, detect (or predict)
congestion in the data path, and dynamically adjust resources to avoid congestion based on QoS priority.

QoS has one prerequisite: a Server Application Optimization (SAO) license needs to be applied on the
switches to which HBAs are connected. An SAO license optimizes overall application or VM performance by
extending Brocade virtual channel technology to the server infrastructure and application scaling by
allowing specific traffic flows to be configured, prioritized, and optimized end-to-end throughout the data
center. SAO is an optional Brocade switch license deployed with Brocade FC HBAs.

e To view the licenses on your switch, telnet to the switch and run the licenseShow command to see if
the license is applied.

§ Telnet 1722 H =] E3

Please change passwords for switch default accounts now.
Use Control-C to exit or press ’Enter’ key to proceed.

Passuord was not changed. Will prompt again at next login
ssword is changed.
switchll :admin>
switchll:admin>
switchll:admin> licenseshow
bb?chybcyccﬂSBH-
Fabric licens
PST3quHaHtDHJgYZHZtZK3KFPH4ZPC»BSFHG.

ice
GK?4PRD3tHaGEJ??HBHZﬁaJZUFHmHH9QGTH49aB?HKEZPﬂJTQD=
Fabric license
Extended Fabric license
Fabric Watch license
Performance Monitor license
Trunking license
High—-Performance Extension over FCIP/FC license
[ntegl‘i\ted Rulltlng 11|:en_.t:
Adartive-NetworRiing LACENse
Server Rpullcatlon Optimization license
Expirr—Bute—84-.82..2888
switchll:admin>

e Toview the licenses using Web Tools, select License in the tree menu on the left, click the License tab,
and ensure that the SAQO license has been applied.

swd77 - Switch Administration M= E3
Showy Advanced hode
' Switchame: swd77 DomainiCr: 1(0x17 Wil 10:00:00:05:1 e 61: 34008 ‘Wied Jul 22 2009 181816 GMT+00:00

Switch Metwork | Firmvware Dowwnload | License User | Trunking

License Administration

Licenze Key Feature(s)

SFglgmugHig3SRIFKZART... & Gig FC

JSOHAELCBTECIEQAPUID ... Adaptive Metwarking

RhbdRyydbySccesh Fabric

RescdfzOzsvidel Full Ports on Demand license - additional 16 port upgrade,

SHOXLAXTMOLTEMALHF 3. .. Extended Fabric Fabric Watch Performance Monitor, Trunking Adaptive Netweorking Server Application Cptimization
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Configuring Brocade HBA for QoS
1. Launch the Brocade Host Connectivity Manager (HCM).

2. Click Discovery > Setup from the main menu.

3. Enter the IP address or host name of the ESX Server host, the port number of the HCM agent of the ESX

Server (Default is 34568), user ID, and password.
NOTE: You will need to open up a port on the ESX Server firewall to allow the HCM agent to
communicate with HCM:

a. Telnet or SSH to the ESX Server host.

b. Issue the command (you need the appropriate ESX Server permissions) to run the command:

/usr/sbin/esxcfg-Ffirewall -o 34568, tcp, in,https

/usr/sbin/esxcfg-firewall -0 34568, udp,out,https

"y petup for HBA Discovery

Host Mame

Port #

Uzer ID

Pazsword

Remembet Host

192168174 82

34565
admin
Ll l] ] )

4

Paolling Frequency (Seconds) |60

Heep Polling

c. Click OK.

4

QK Cancel

-

Help

d. Right-click the HBA and from the menu, choose Basic Port Configuration.

"!Host Connectivity Manager

File “iew Discowvery Configure Monitor

B AL 182163817482
B [=% AMED429D016

[® 100

Refresh
Define Mame...
Upload Boot Code Image...

Basic Por[%::onfiguration...

Port Statistics...
Diagnostics...
FC-SP..

¥ Enahle Adapter

Tree

Tool

Hel

Propetties PORTs

-| HBA Parameters
Mode Vi
Matne
Operating Status
Manufacturer
Moclel Description
CEM Info
Chip Revision
Harchware Path
Serial ¥
Temperature

- Driver Parameters
Driver Mame
Driver Yersian

- Firmware Parameters

20:00:00:05:1E:58:67:17

Enabled
Brocade
Brocace-515
i,

Rew-C
0000:0k:00
AMED4290016
43C1090F

hfa
FCHE&1 1.1 1
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e. Inthe Port Configuration dialog box, check QoS enable. Click Yes when prompted to allow the port

to disable/enable.

NOTE: You will lose connectivity for brief amount of time.

“mBasic Port Configuration

Serial # | &ME04290016

Hardware Path | 1000:0k:00

Mame |Port Type |Configured State |Operating State | Configured Speed |(Operating Speed | Configured Te

Parts
Port # | WA
] 10:00:00:05:1E: 596717 MPORT
1
—
Part Parameters | Boot-over-SAN
Port vt 10:00000:05:1E: 53 6717
Port Enable v
Configured Speed Auto Megotiste hd
MPIC Made Enakile
Path Time Ot 30
Frame Data Field Size 2112 hd

f.  Once QoS is enabled, the QoS status is reflected in the port properties, which also show the

available prioritization levels.

‘!Host Connectivity Manager

File “iew Discovery Configure Monitor

=)

A% 192.168.174.52

E =% AMEO429D016

H 10:00:00:0:5:1 E:58:.67:17

Tool

Enahled

Properties

Help

LPORTs
Default Rate Limit
FC-5P Parameters
Authertication
Status

Algarithm

Group

Error Status

QoS Parameters
Configured QoS State
Operating QoS State
Total BB Crecit
Priarity Levels

Priority Lewvels

Linkugp

Auto Megotiate § Ghis

Port # a
Part Logging Level  LogWarning
Qo= Enable

Target Rate Limiting

Default Rate Limt 1 Ghis -

SFP | POM

Disabled
no_auth

Enabled

onling

28

High, Medium, Lowy

Paint to Point

Apply

Apply To Al

Apply Al action
will ok ehange
ot W O e

=] B3
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Configuring Brocade Switches for QoS
1. Telnet into the switch

2. Since the zones are already created, the next step is to modify the zone name to apply QoS (If this were
a new zone, then just add the prefix below to the zone name). Traffic prioritization is accomplished by
the use of special QoS zones. Prefixes in the zone names distinguish QoS zones from normal WWN
Zones:

QOSH_<zone name>: High priority zone
QOSM_<zone name>: Medium priority zone
QOSL_<zone name>: Low priority zone

3. Using one of the existing zones, rename the zone to apply a QoS priority. From the command prompt:
Zoneobjectrename “VM1_Clariion_P1”, “QOSH_VM1_Clariion_P1” - Renames first zone
Zoneojbectrename “VM1_Clariion_P1”, “QOSH_VM1 Clariion_P2” - Renames second zone
Cfgenable Demo -> Enables the configuration

4. Apply this configuration for all the zones that will be using QoS.
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TROUBLESHOOTING
If you experience any problems, make sure that:

e The VM is powered off when you set up NPIV. If the VM is running when you make these changes, you
will need to shut down, not a restart, the VM and the power it back on.

e You have properly zoned the VM virtual ports on the Brocade switch.
e You have properly LUN-masked the storage array with the Virtual WWNs of the VM.
e You are using an HBA that supports NPIV, requirements for which are listed in a previous section.

e You have NPIV enabled on the switch. You can check to see if NPIV is enabled on a switch by running
the portCfgShow command. If the port is turned off then issue the portcfgNPIVPort command <port
number> <mode>.

Mode O - Disables the NPIV capability on the port

Mode 1 - Enable the NPIV capability on the port

FAB_B_518A:admin> portcfgshouw
Ports of Slot @ a 1 2 3 4 5 6 7 g8 918 11 12 13 14 15

- ——

AN AN AN AN AN AN AN AN AN AN AN AN AN AN AN
ON ON ON ON ON ON ON ON ON ON ON ON ON ON ON

FPerzistent Disable.. .. .. .. e e ee e e e e e e e ee e
MPIU capahility ON ON ON ON ON ON ON ON ON ON ON ON ON ON ON ON
Q05 E_Port OH ON ON ON ON ON ON ON ON ON ON ON ON ON ON ON
EX Fort fe ma aa fe me me oaa fe e am aa fe e ma ma
Mirror Port e e . fe e e e e e ee ea fe e e e
Rate Limit fe ma ma ce me me oaa ce e aa e e me ma oma
Credit Recovery ON ON ON ON ON ON ON ON ON ON ON ON ON ON ON
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