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In Part | of thisseries, | discussed the important of storage performance in avirtual environment (really any 6
environment, virtual or not, where you want acceptable performance), and introduced some of the basic measures
of a storage environment. In Part 11, we will look more closely at what may be the most important storage design
consderation in a VMware server-consolidation enviornments, many SQL environments, and VDI environments to
name afew: |IOPS

fweets
retwee

If we stick with a single-disk-centric approach aswe did in Part |, IOPSis quite simply a measure of how many read and
write commands a disk can complete in a second. 10PSis an important measure of performance in a shared storage
environment (such as VMware) and in high-transaction-rate workloads like SQL. Because hard drives are forced to abide by
the laws of physics, the |OPS capahilities of a disk are consistent and predictable given a specific configuration. The formula
for calculating IOPSfor a given disk is pretty straight forward (please show your work):

|OPS = 1000/(Seek Latency + Rotational Latency)

Exact latencies vary by disk type, quality, number of platters, etc. You can look up the tech specs for most drives on the
market. Asan example, | have randomly chosen the technical specifications of the Seagate Cheatah 15k.7 SASdrive. This
particular drive has the following performance characterigtics:

- Average (rotational) latency: 2.0msec

- Average read seek (latency): 3.4msec

- Average write seek (latency): 3.9msec

Using the read latency number, the math works out like this:

1000
- = 185 maximum read |OPS
2.0+34

The maximum write IOPSwill be a bit less (~16910PS) because of the higher write seek latency. Writing is more
‘expensive’ than reading and therefore slower.

Fortunately, there are some widely accepted ‘working' numbers, so you do not have to use thisformulafor each and every
disk you might consider using. Because rotational latency is based on the rotational speed, we can use the published
Rotations Per Minute (RPM) rating of the drive to guess-timate the |OPS capabilities. Typical spindle speeds (measured in
RPM) and their equivalent IOPSare in the table below.

RPM......... IOPS
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10,000 130
15,000 180
SO 2500 — 6000

While not a traditional spinning disk, | have also included Solid State Disks (SSD’s) for reference as SSD’ s are starting to see
increased market adoption. | have seen awide range of sizing IOPSfor SSD depending on the technology, type (SLC, MLC,
etc.) Check out http://en.wikipedia.org/wiki/Solid-state drive for an introduction, and ask your vendors for more in-depth
technical information.

If you are brand-new to this (and you are till reading, congrats!), you can see how many |OPS your Windows computer is
asking for by opening Performance Monitor and looking at the ‘ Disk Transfers/sec’ counter under Physical Disk. Thisisa
sum of the ‘Disk Reads/sec’ and ‘Disk Writes/sec’ counters as you can see in the screenshot below:

(%) Performance Monitor ‘ﬂlﬂ_hj
"‘Li;" Eile Action Miew Window Help - |2
x| HEE=H=
® Performance Eem-| X7 0= 0 HE
4 [ Monitoring Tools = =
B8 Performance Monitor
7 Data Collector Sets AUDLRIESIAOR
. PhysicalDisk _Total
@ Reports Disk Reads/sec 32086
Disk Transfers/sec 167.928
Disk Writes/sec 134942
Processor Information _Total
% Processor Time 18.108

If you are after some statsfor your VMware ESX environment, check out esxtop and looking for CMDS/s in the output. |
published a couple articles on using esxtop here and here. The numbers from PerfMon and esxtop get you pretty close but
can be skewed by afew thingswe’'ll discussin later posts.

Now that was fun and all, but let’s get real: Single-disk configurations are uncommon in servers. Assuch, we'll part ways
with our Smple Jack single disk approach to storage and begin to look at more real-world multi-disk enterprise-class storage
configurations. A discussion of IOPSin amulti-disk array isa great way to start. From a very elementary perspective, you
can combine multiple hard drives together to aggregate their performance capabilities. For example, two 15k RPM disks
working together to server aworkload could provide a theoretical 360 IOPS (180 + 180). Thisalso scales out so ten 15k
RPM disks could provide 1800 IOPS, and 100 15k RPM disks could provide 18,000 IOPS.

Designing your environment so that your storage can deliver sufficient IOPSto the requesting workload is of utmost
importance. If you are working on a storage design, arm yourself with data from perfmon, top, iostat, esxtop, and vscs Stats.

| typically gather at least 24 hours of performance data from systems under normal conditions (a few daysto a week may be
good if you have varying business cycles) and take the 95th percentile as a starting point. So from a very simple approach, if
your data and calculations show a 1800 |OPS demand at the 95th percentile, you ought to have at least ten 15k RPM disks
(or twenty-three 7.2k RPM SATA disks) to achieve performance goals. It's amazing how some simple data and a pretty little
Excel spreadsheet can help you understand and justify the right hardware for the job.

Now before you go and start filling out that PO form for a nice new storage system based on these numbers there are afew
more things we ought to discuss. RAID, cache, and advanced storage technologies will skew these numbers and need to be
understood. Stay tuned to future articlesin this series for more on those topics and more.

Finally, there has been a bunch of activity in the VMware ecosystem of vendors, bloggers, and twittering-type-folks around
storage performance. Asthis here post sat in my drafts folder, Duncan Epping posted this gem of an article that pretty much
included all of the content of this article, aswell as future onesin my series. http://www.yellow-bricks.com/2009/12/23/iops/.
Do yourself afavor and read his post and the comments from his readers— both are filled with a ton of great information,
including some vendor-specific implementations.
| was led to Duncan’ s article by a post by Chad Sakac on his blog: http://virtual geek.typepad.com/virtual _geek/2009/12
/whats-what-in-vmware-view-and-vdi-land.html. Thisisalso a great read that covers some of the same information with a
focus on VMware View/VDI and is also worth afew minutes of your time. Also check out http://vpivot.com/2009/09
[18/storage-is-the-problem/ for a rubber-meets-the-road post from Scott Drummonds on the importance of storage
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performance vis-a-vis |IOPSin aVMware-virtualized SQL environment.
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Conaulting in Fairfax, VA, and hold several technical certifications, including VMware Certified Professional. | am also a
2010 VMware vEXxpert.
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| am also leader of the Washington DC Metro Area VMware User Group (VMUG).
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